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ABSTRACT

Audio descriptions (AD) make videos accessible for blind and low vision (BLV)

users by describing visual elements that cannot be understood from the main audio

track. AD created by professionals or novice describers is time-consuming and lacks

scalability while offering little control to BLV viewers on description length and con-

tent and when they receive it. To address this gap, this work explores user-driven

AI-generated descriptions, where the BLV viewer controls when they receive descrip-

tions. In a study, 20 BLV participants activated audio descriptions for seven different

video genres with two levels of detail: concise and detailed. Results show differences

in AD frequency and level of detail BLV users wanted for different videos, their sense

of control with this style of AD delivery, its limitations, and variations among BLV

users in their AD needs and perception of AI-generated descriptions. The implications

of these findings for future AI-based AD tools are discussed.
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Chapter 1

INTRODUCTION

The rapid growth and popularity of short videos on online video-sharing platforms

have exacerbated the accessibility gap for blind and low vision (BLV) users. With

billions of users using platforms such as YouTube, TikTok, and Instagram, videos

make up 82% of all internet traffic [63, 67]. As a result, video content has become

more diverse, with various types of user-generated content and varying video and

audio quality. To make videos accessible, audio descriptions (AD) are recorded by

professional describers to narrate the key visual elements of a video, such as actions,

characters, scene changes, on-screen text, and other visual content [60]. While com-

munity platforms, such as YouDescribe [71], allow sighted describers to volunteer and

describe video content, authoring pre-recorded ADs for the ever-growing number of

online videos is simply not an option anymore.

Recent advances in artificial intelligence (AI) models, particularly multimodal

large language models (MLLMs), offer new automated methods for generating de-

scriptions [64, 49, 66, 9, 61, 11, 15, 48]. However, further research is needed to

understand BLV users’ preferences and requirements for AI-generated ADs across

different types of videos. MLLMs can analyze one or more frames from a video and

generate a textual description of the visual content [36, 51, 8, 17]. Despite this, the ef-

fectiveness of AI-generated descriptions in directly serving BLV users remains largely

unknown. The timing of ADs poses another challenge for automated systems. While

these systems can detect scene changes, they struggle with short videos, particularly
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those that are single-shot or feature rapid scene transitions [18].

While some guidelines for AD timing exist (e.g., “Avoid describing over audio that

is essential to comprehension.” [19]), professional describers often rely on their tacit

knowledge and the video content to time ADs in a way that supports BLV users’

comprehension and enjoyment. Little data is available on how frequently ADs are

needed for different types of videos. In addition, recent qualitative studies suggest that

BLV users have diverse AD needs depending on video content (e.g., entertainment vs.

educational videos) and personal preferences [31, 66]. Still, human and automated

systems generally produce fixed descriptions at set times, which might not account for

a BLV viewer’s preference. Therefore, more research is needed to inform the design

of AI-based AD platforms.

Visual reference:
“Stop wearing your top like this”

Audio Cue:
Thud Sound

Detailed description
activated

Concise description
activated

Focused, the dog ascends
the A-frame, handler
actively encouraging with
an outstretched hand.

Concise description

1:360:00

A woman stands in a brightly
lit room, with a displeased
expression, wearing a
strapless black top and a
sequined skirt. Red crosses
and the words "Stop wearing
your top like this" emphasize
her message.

Detailed description

0:00 0:57

BLV User

Figure 1.1: User-driven descriptions for different video genres. When watching a
video, blind and low vision users can press the C or D keys to activate concise and
detailed descriptions generated by a multimodal large language model. In the user
study, participants activated descriptions based on different use cases such as visual
references or audio cues in the main audio track.

To address these gaps, we investigate user-driven AI-generated descriptions to

gather BLV users’ AD needs for different types of videos and analyze their percep-

tions of watching videos using this approach. User-driven ADs allow BLV viewers to
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activate a description at any point in the video based on their preferences and audio

cues. AI-generated descriptions can be verbose and inefficient for video watching [57].

On the other hand, detailed descriptions may improve BLV users’ understanding of

visual content. Thus, we examine two levels of detail for ADs: a shorter, concise de-

scription vs. a more detailed description. Specifically, we aim to address the following

questions: (1) How do BLV users’ preferences for AD timing and detail differ between

different video genres? (2) What are BLV individuals’ perceptions and experiences

with user-driven AI-generated ADs?

To answer these questions, we developed a prototype for activating ADs and

conducted a study with 20 BLV users across different video genres. We prompted

an MLLM, specifically GPT-4 Vision (GPT-4V) [51], with AD guidelines from pro-

fessional describers to generate descriptions for seven short online videos spanning

various categories, such as film and animation, education, and cooking.

BLV users could press a key to activate either a concise or detailed description at

any time. They interacted with the videos to activate ADs, rated the effectiveness,

efficiency, and enjoyment of the ADs, and shared their experience with user-activated

AI descriptions.

Our quantitative results highlight significant differences in the frequency of de-

scriptions needed for different video genres, with shorter AD intervals required for

Film and Animation, and longer intervals for Education, Health and Fitness, and

Beauty videos. Moreover, BLV individuals differed in their frequency and type of AD

requests. Our thematic analysis of the interviews identified three key themes: (1)

BLV users’ increased sense of control and active watching experience when activating

ADs, accompanied by a higher cognitive workload, (2) preferences for pre-recorded

vs. user-driven ADs depending on the video content, viewing context, and individual

BLV users, and (3) the positive and negative aspects of AI-generated descriptions.
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Drawing on these results, we discuss implications for future AI-based AD platforms

and the evolving roles of BLV users and sighted describers. Our contributions include:

• Insights into BLV individuals’ perceptions of user-driven AI descriptions when

watching short online videos

• Empirical data on the frequency and type of AD requests for seven video genres

as well as variations among BLV users
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Chapter 2

RELATED WORK

We review prior work on video accessibility practices and needs and interactive tools

for the creation and use of ADs.

Audio Description Practices and Needs

Although AD has been around for over three decades and produced for high-

budget films and movies [60, 33], the field has gained momentum in the past decade

due to the exponential amount of online videos [40]. The WCAG 2.0 Level AA

compliance mandates that AD be provided for all prerecorded video content in syn-

chronized media [69, 6]. This push for video accessibility has resulted in AD authoring

guidelines [1, 19, 46, 50, 7], such as Netflix, which focuses on entertainment content,

and DCMP, focusing on educational/instructional content. These guidelines, initially

designed for professional describers, have been used to train novice describers on

community-driven platforms [71].

Yet, these guidelines and practices primarily focus on pre-recorded ADs. Further-

more, UK Ofcom guidelines state that “some programmes are too fast-moving, or

offer little opportunity to insert AD” [56], indicating a gap in how to describe other

forms of video content.

Recent research suggested that BLV people wish to interact with video content

in new ways besides pre-recorded ADs. Specifically, Bodi et al. [9] investigated the

viability of providing video accessibility via interactive visual question answering and

showed that BLV users requested descriptions more frequently than asking questions.

Chang et al. investigated AD for 360◦ videos and found BLV participants preferred
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immersive ADs over standard ADs for this format [13]. Similarly, SPICA system [49]

enabled BLV users to interactively explore video content. Participants found the

object exploration feature and object-specific sound effects enhanced overall video

consumption. These works underscore the importance of moving beyond traditional

ADs to offer BLV users a more customised experience. Similarly, our work investigates

user-driven descriptions as a way for BLV users to access video content.

Others studied variations in BLV users’ AD needs depending on their visual im-

pairment and the video content. Chmiel and Mazur [14] examined AD preferences

between congenitally blind, non-congenitally blind and low vision participants and

found some specific preferences related to character naming and the use of metaphors

in AD. Another study highlighted how the amount of information in AD can impact

the experience of BLV users [21], where segmented step-wise descriptions were less

cognitively demanding and led to better recall for BLV users. A recent interview

study by Jiang et al. suggested that BLV users have different goals and preferences

when watching different video genres [31]. For example, BLV users wanted detailed

descriptions of people and their appearance in short-form videos of family and friends

but not in educational videos. Relatedly, Natalie et al. found that customized ADs

can improve BLV users’ video understanding, immersion, and information navigation

efficiency [43]. We build on these studies to collect quantitative data on the frequency

and amount of detail needed for seven video genres across users with various visual

impairments.

Interactive Systems for Audio Description

To assist sighted users in creating descriptions, several tools have been built to

streamline different parts of the process [10, 54, 39, 34, 72, 70, 27, 37, 73, 32, 45, 20].

LiveDescribe was one of the first tools that investigated the potential of using vol-
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unteers to create audio descriptions by automating gaps to fit the audio descrip-

tion [10]. Rescribe helped describers optimize description placement by dynamic pro-

gramming [54], whereas CrossA11y assisted authors in detecting visual and auditory

accessibility issues in a video [39].

Yuksel et al. developed a system that generated baseline descriptions which could

then be revised by sighted individuals to produce high-quality descriptions [72]. Other

tools have included BLV users in AD and video creation process. Viscene studied

the efficacy of collaboration between novice describers and BLV reviewers to create

high-quality descriptions [44]. This work informed an automatic feedback tool to

support novice users in authoring ADs [45]. Similarly, AccessibleAD expanded access

to AD writing to make BLV users become an active part of AD creation [32]. These

approaches still require manual authorship, which even with technology support, re-

mains a challenging task for describers.

Recent advances in artificial intelligence (AI) models have fueled research in au-

tomated AD authorship. Wang et al. built a system that analyzed the audio and

visual content of the video to create automated descriptions using deep learning [66].

Strangl et al. developed a hybrid approach that generated preset descriptions and pro-

vided additional information based on user queries [61]. Automated AD approaches

have been dominated by deep learning, which focused on content extraction (encod-

ing) and text generation (decoding) [2]. Due to the lack of context awareness, the

automated descriptions can be rather verbose and or lack detail appropriate to the

content of the video. To cater to this, recent systems have used large language mod-

els (LLMs) to create descriptions [64, 49]. ShortScribe used GPT-4 to create long

descriptions, short descriptions, and shot-by-shot descriptions for short-form videos.

This is the first of its works that has provided different types of AI descriptions for

videos. Similarly, SPICA used GPT-4 to create natural language object descriptions
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in an interactive video content exploration system [49]. These systems used vision

models to extract information from individual frames and then created descriptions

using LLMs. This two-step approach can disconnect the semantic meaning between

the frames and the generated descriptions [35]. Our work builds on this prior research

by using an MLLM to directly generate descriptions from a sequence of frames and

preserve the spatiotemporal context of the videos.
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Chapter 3

STUDY MATERIALS AND INTERFACE

To study user-driven AI descriptions, we selected short videos from different genres,

created concise and detailed descriptions for them using GPT-4V, and developed a

user interface for watching videos with user-driven ADs.

Video Selection

We chose short videos (50-110 seconds) from seven different genres to evaluate

user-driven AI descriptions across a wide range of video content. The chosen genres

include: Food and Cooking, Beauty, Pets and Animals, People and Blogs, Health

and Fitness, Film and Animation, and Education (Figure 3.1). We selected these

genres for several reasons. First, prior literature suggested that BLV users’ needs

for ADs can vary depending on the video genre [31]. Second, the genres covered a

range of visual elements, helping test the MLLMs’ descriptive capabilities for different

content. Third, these genres varied in audio and speech content, and hence, how fre-

quently ADs are required may vary. Lastly, videos from these genres were frequently

accessed and requested on YouDescribe, making them relevant contenders for audio

descriptions [55].

In these genres, we chose videos that contained speech and visual references and

thus could benefit from ADs. We did not include videos that primarily relied on

speech or had a music soundtrack. Our initial pilot study with a blind user on 14

different videos suggested that the former category was already accessible and did not

require ADs, and the latter category was difficult to use with user-driven ADs due to

the limited auditory cues. Thus, we selected videos with a speech track where visual
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elements were important (e.g., a workout video) or were referenced without explana-

tion [38]. For example, in the Beauty video, the speaker said, “stop wearing your top

like this,” while pointing to her top without describing its appearance (Figure 1.1).

Audio Description Generation

Our goal was to evaluate the effectiveness of user-driven AI descriptions as a tool

for BLV users to watch and interact with videos. However, generating descriptions

and speech from visual frames can introduce delays and negatively impact the user

experience. Moreover, the output of MLLMs is not deterministic and can change

on each API call. Thus, we pre-generated ADs for the videos to run a controlled

experiment and minimize the influence of these factors on the results. To generate

the descriptions, we collected AD guidelines from online sources and prompted GPT-

4V with the guidelines and video frames.

Collecting AD guidelines. We collected AD guidelines from four online sources.

These guidelines focused on how to describe educational content [19], entertainment

content [41, 46], and general guidelines for audio describers [50]. An example guide-

line was “Description should convey facial expressions, body language and reactions,

especially when in opposition to the dialogue. These elements can be omitted if they

completely mimic the dialogue they are accompanying.” [46]. We removed guidelines

that focused on timing, context, and audio content of the video, as these aspects

cannot currently be used to prompt GPT-4V. This process resulted in 42 guidelines

for prompting MLLMs.

Generating descriptions. For each video, we generated two types of ADs,

a shorter version (concise) and a longer version (detailed), to let BLV participants

choose the level of detail based on their preferences and video content. We created

two versions by specifying the maximum length of descriptions in the input prompt:

10



(a) Test Video (b) People and Blogs Video

(c) Pets & Animals Video (d) Health & Fitness Video

(e) Film and Animation Video (f) Beauty Video

(g) Education Video (h) Food & Cooking Video
Figure 3.1: Figure (a) shows the test video used to familiarize participants with
activating descriptions. Figures (b) through (h) illustrate the videos included in the
study. The viewing order of the seven videos was randomized for each participant in
the user study.
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100 words for detailed descriptions and 25 words for concise descriptions. Based

on our iterative prompt-engineering and testing, these limits were the most effective

in creating the two types of descriptions without altering the prompt. On average,

the detailed ADs were 13 words longer than the concise ADs. For a user-driven

experience, we generated an AD for every second of the video using GPT-4V API.

Each API call consisted of the prompt and ten frames from the video, with one

frame extracted from each second. Thus, each API call described ten seconds of

the video, requiring six API calls to describe a one-minute video. We repeated the

process twice for the seven videos to get detailed and concise descriptions. During the

AD generation process, there were a few instances when the generated descriptions

referenced previous descriptions. For instance, in the Film and Animation video, the

description for a frame started as: “Same as description 5”. Because these errors

were few and required manual correction for removal, we decided to keep them in the

descriptions and assess their impact on BLV users’ experience.

Figure 3.2: User interface for the prototype to test user-driven descriptions.
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User Interface

We prototyped a simple interface to test the user-driven AI descriptions (Fig-

ure 3.2). We used ReactJs for creating the interface and Firebase for storing all the

generated ADs and videos. Participants could press “C” on their keyboard to get

concise descriptions and “D” for detailed descriptions. We used an extended audio

description approach, where the video paused when the participant pressed a key,

the text-to-speech model read out the description, and then the video playback con-

tinued. We used OpenAI’s alloy text-to-speech model to read out the descriptions

with a natural humanlike tone. The interface logged the key presses (C or D) and

their timings. After watching a video, participants could rate their experience and

type questions on the interface.
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Chapter 4

USER STUDY

We conducted a user study to obtain data on the frequency and type of AD requests

across different videos and BLV individuals and elicit user perception of this inter-

active approach to watching videos. The study was approved by our institution’s

IRB. The study was conducted over Zoom to facilitate participation from different

locations. Each study session took about 75 minutes, and participants received $50

for their time.

Participants

We recruited 20 participants (7 female, 13 male) through BLV organizations,

Facebook groups, and snowball sampling. The participants were between 27 to 79

years old and had various vision impairments ranging from legal blindness, blindness

with some light/color perception, and total blindness (Table 4.1). Most participants

(n=18) used screen readers to navigate the interface, while two participants used

magnification.

Procedure.

The study session included four phases: completing a demographics survey, a

practice segment, video viewing segment with user ratings, and a post-interview seg-

ment. After completing a demographic survey, participants interacted with a testing

page to get familiar with the interface and used C or D on the keypad to activate

descriptions. Then, participants watched the seven videos in random order with user-

driven descriptions. They watched each video once and pressed the C and D keys

14



whenever needed to receive an AD for the previous second in the video. The UI

logged the time and type of key presses. After each video, participants rated the

efficiency, enjoyability, and effectiveness of user-driven ADs on a 5-point Likert-type

scale from “strongly disagree” to “strongly agree”. The participants could also type

any questions regarding the video. Finally, we conducted a semi-structured interview

with participants to gather in-depth feedback on their experience with user-driven

ADs and their thoughts on the AI descriptions. The interviews were audio-recorded.

Data Analysis.

We analyzed the interview transcripts using thematic analysis inspired by Braun

and Clarke’s approach [16]. Specifically, two authors independently applied open

coding to each transcript using MAXQDA qualitative analysis software. After coding

every five interviews, the two authors met and discussed the similarities and differ-

ences between their codes before moving on to the rest. The authors also wrote

memos to capture interesting patterns and relationships between codes. After open-

coding all the transcripts, the two authors separately identified recurring patterns or

themes from the codes and discussed the themes together. One author wrote a draft

of the themes, and both authors discussed and revised it by referencing the codes.

This process resulted in three themes, each including 2-4 sub-themes (Section 6). We

also applied statistical testing on the user ratings, timing, and type of AD requests

(Section 5).
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Chapter 5

QUANTITATIVE RESULTS

User Ratings

Figure 5.1 shows the distribution of user ratings for the efficiency in watching,

effectiveness in comprehending the video, and enjoyability of videos with the user-

driven ADs. The medians for efficiency and effectiveness are 4 (agree), while the

median for enjoyability is 3 (neutral). The lower median for enjoyability compared

to efficiency and effectiveness suggests that while the descriptions were useful, the

overall enjoyment varied across the participants. Participants noted that the extended

(rather than inline) presentation of user-driven ADs reduced their enjoyment of the

videos.

Figure 5.1: Frequency Distribution of Participant Ratings Across Video Genres

To assess the effect of video genre on user ratings, we ran a Friedman test on

each of the three ratings with one factor of video genre (seven levels). There was a

statistical difference in perceived efficiency (χ2(2) = 15.702, p = 0.015, W=0.131) and
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effectiveness (χ2(2) = 15.582, p = 0.016, W=0.130) but no statistical difference for the

ratings of enjoyability, (χ2(2) = 1.716, p = 0.944, W=.014). The post hoc analysis

on efficiency and effectiveness ratings using Wilcoxon signed-rank tests and Holm-

Bonferroni correction showed no statistical differences between ratings of different

genres. The effect sizes, calculated using Kendall’s W, were small for all three ratings

which suggests that the video genre had little practical impact on the user ratings.

Spearman’s rank correlation analysis showed strong correlations between efficiency

and effectiveness (ρ = 0.83) ratings and between the efficiency and enjoyment ratings

(ρ = 0.67) and a moderate relationship between effectiveness and enjoyment ratings

(ρ = 0.54).

Frequency and Type of AD Requests

We conducted a repeated measures ANOVA to determine statistical differences in

the time intervals between subsequent AD activations (Figure 5). The mean scores of

the AD intervals were statistically significantly different, F (6, 114) = 5.460, p < .001,

η2=0.223. Post hoc pairwise comparison using the Bonferroni correction showed a

significant difference in the AD intervals for Education vs. Film and Animation

(p = 0.012), Film and Animation vs. Health and Fitness (p = 0.009), Beauty vs.

Film and Animation (p < 0.001), and Education vs. Pets and Animals (p = 0.046).

The results highlight that the frequency of descriptions required can significantly vary

for different genres of video content.

For the number of AD activations, the assumption of normality was violated.

Thus, we conducted Aligned Rank Transform (ART [68]), a non-parametric alterna-

tive to two-way repeated measures ANOVA, to investigate the effects of request type

(concise, detailed) and video genre on the counts of AD activations (Figure 5). The

description type had a significant main effect F (1, 247) = 12.52, p = 0.00048, indicat-
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ing concise descriptions were activated more frequently (Mean = 5.42 , SD = 5.26)

than detailed ones (Mean = 3.58 , SD = 3.95) for all the videos. There was no

significant effect of video genre F (6, 247) = 2.11, p = 0.053, and no interaction effect

between video genre and the type of requests F (6, 247) = 0.44, p = 0.85.

(a) The time intervals between AD activations (b) Number of concise and detailed AD activations

Figure 5.2: Results for the frequency and type of AD activations in the seven videos.
Asterisks (*) mark significant differences, with more asterisks indicating higher levels
of significance.

The patterns of AD activations showed variations among BLV individuals (Fig-

ure 5.3). Overall, the frequency of AD activations depended on the video type and

the participants’ interests. For example, P4B had fewer AD activations for the Beauty

and Education videos than other videos, P10LV activated only one AD for Health and

Fitness, and P11LV had few requests for Food and Cooking. The frequency and type

of AD requests also varied drastically depending on the BLV individuals. Some par-

ticipants activated ADs frequently (e.g., P4B and P19B), whereas others activated

AD less often (e.g., P5B, P3B, P10LV , P11LV ). Some participants primarily used

either concise or detailed ADs (e.g., P3LV , P4B, P19B), whereas some others used

both types of ADs depending on the video content (e.g., P5B, P11LV ). Furthermore,

the three low-vision participants in our study activated ADs less than the blind par-

ticipants, perhaps due to relying on their functional vision. These variations further
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P4 P3

P10

P11

P5

P19

Blind Participants

Concise Activations Detailed Activations

Low-Vision Participants

Figure 5.3: Patterns of concise and detailed AD activations from example blind
and low vision participants. On each plot, the rows show the seven videos, and the
horizontal axis shows the video timeline in seconds. The duration of the videos was
between 52 and 107 seconds.

suggest the differing AD needs and preferences of BLV individuals.
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Chapter 6

QUALITATIVE FINDINGS

We identified three themes based on the interviews and observation of participants’

experiences with user-driven AI descriptions (Figure 6.1).

User-driven Description: Redefining Control for Accessibility

The concept of control was mentioned repeatedly in participant descriptions of AD

activations. The options to say when and how the descriptions were delivered created

a sense of control that was missing from pre-recorded ADs. As P15LB highlighted:

“We’re unlocking this absolutely mind-blowing layer that we can now add, which is an

interactive audio description, the idea of having not only a description of what’s going

on, but a way to have the description describe to us what we want it to describe to us,

how we want it to describe it to us.” Another participant also echoed this sentiment,

noting the limitations of pre-recorded ADs: “When you have audio description built

in, what is described is already predetermined... you can’t really change that.” (P4B).

Participants enjoyed the flexibility of how and when they received ADs, giving

them the ability to “seek information” (P4B) exactly when they wanted it. For ex-

ample, P6B activated descriptions based on whether they wanted to hear the person in

the video or more detailed information about the visual content. Participants likened

this user-driven description style to having a live “human describer”. The ability to

control ADs also helped cater to the needs of BLV individuals with varying visual

impairments. For example, P15LB expressed their frustration with videos containing

on-screen text, highlighting how he has to magnify or use OCR to read text; thus,

he could get on-screen text in a more accessible manner using this interaction. In
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contrast to pre-recorded ADs, the user-driven descriptions made the participants feel

more active and engaged when watching videos. With this sense of control, P3LV ,

P7B, and P9B imagined creating and saving ADs that they or others could use to

watch, summarize, or preview video content later.

Challenges of user-driven ADs. The increased user control came with its

challenges. One of the primary challenges was the disruption of video viewing expe-

rience and flow: “It’s easy to forget what was happening in the video if you use the

on-demand descriptions too much” (P17B). This disruption was more pronounced

for content with greater visual details or little to no silent gaps.

The increased control associated with user-activated AD also led to a higher cogni-

tive load. Participants had to actively engage with the video to know when to receive

descriptions. This was mentally taxing, especially for content that was information-

dense or had fewer silent gaps to activate descriptions. As P16B noted, “I think the

harder ones were things like the dog running through the course (Pets & Animals).

That’s really hard because things are changing really fast... so it’s just really challeng-

ing to keep up with that.” This cognitive load reduced utility for some participants,

as they had to balance their attention between the content and activating AD.

User-driven ADs also instilled a fear of missing out (FOMO) visual information

in some participants who expressed concern over missing critical information if they

activated descriptions infrequently. This concern was particularly felt in fast-paced

videos, where they could discern scene changes from audio but could not activate to

keep pace with the scene changes: “I was requesting descriptions too often, because

I couldn’t make those judgment calls. (P7B).” Some participants felt they needed

to press the keys at the right time or that they didn’t press at the right moment to

request the AD. This sense of FOMO could be a direct result of needing more time

with user-driven ADs since it is a new way of receiving descriptions, as highlighted
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by five participants.

Strategies for activating ADs. Participants had different strategies for ac-

tivating descriptions. While some felt they activated descriptions randomly without

any particular pattern (n = 3), most noted that they relied on the audio track to

decide when to activate an AD (n = 8). They often avoided activating AD during

conversations or speech and waited for a pause or silent gap in the video. Others noted

activating descriptions when there were visual references (e.g., “do it like this” for the

Health & Fitness video – P18B), when a change in the ambient sounds indicated a

scene change (P19B), or when they wanted to know the source of sounds in the audio

track (e.g., “Chopping up something, okay what?” – P13B). User-driven ADs were

particularly helpful for videos with difficult speech. For the Food and Cooking video,

even though the presenter explained all the steps, the speech was difficult to follow

for some participants due to the presenter’s accent, and the AD activations helped

them understand the visual content better.

Participants also mentioned other strategies. Some noted that they requested

descriptions early in the videos “to get a context” (P9B, P6B, P20B). Their interest

in the content also affected when and how frequently they requested descriptions, with

fewer and concise requests for videos that did not interest them. Finally, low-vision

participants also leveraged their functional vision to request ADs, especially to read

on-screen text. “Where it’s really helpful is the text, because reading text is something

I just don’t do when it comes to videos.” (P10LV ).

Preference for ADs: Dependent on the Video Content, Context, and BLV

Individuals.

Participants noted that various forms of ADs (pre-recorded vs. user-driven, con-

cise vs. detailed) supported different uses and that video content and viewing context
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D

2 3

User-driven Descriptions: Redefining
Control for Accessibility

AI: the Good and the BadPreference for ADs: Dependent on the Video
Content, Context, and BLV Individuals

“When you have audio description built in,
what is described is already predetermined...
you can’t really change that”

“When things are slightly inaccurate, it shouldn’t
be used for things like exams.”“the person who is watching with me, a

sighted person will be so bored.” 

Participants enjoyed the control and flexibility,
allowing them to activate descriptions when desired.
Description activations increased cognitive load, and
created a fear of missing important visual details.
Participants used various strategies like audio cues,
requesting early context, and leveraging residual
vision to determine when to activate descriptions.

AI descriptions provided good visual detail and
provide opportunities to describe diverse range
of content types.
AI descriptions lacked context and guidance for
instructional videos and sometimes suffered
from hallucinations.
AI text-to-speech voices sounded natural and
clear, offering the ability to customize speed and
voices.

Pre-recorded ADs are preferred for immersive
content, while user-driven ADs are useful for
engagement-focused videos.
Participants had different preferences when
watching alone vs watching in a social setting.
The preferred frequency of AD activations
varied based on participants' watching habits
and content preferences.

Figure 6.1: Overview of the three themes and sub-themes from interviews about
BLV users’ experience with user-driven AI descriptions.

played a crucial role in their preference for AD type.

Content dependency. Conventional or pre-recorded AD format was preferred

for entertainment content, where an immersive experience was essential (n = 6).

Conversely, user-driven ADs were useful for content requiring active engagement over

immersion, such as educational, workout, and cooking videos, where the ability to re-

quest ADs precisely when the action was happening enhanced their understanding of

the content (n = 9). The preference for concise vs. detailed ADs also depended on the

video. For fast-paced videos or action sequences, concise descriptions were preferred

to get sufficient information while minimally disrupting the video flow. Conversely,

participants preferred detailed descriptions for heavily visual content (e.g., Film and

Animation), as P9B highlighted: “The detailed ones to me like they create a visual

image in my mind more than you know short ones.” For instructional videos, partici-

pants preferred to have detailed descriptions but noted that the detailed information

was unrelated to the context of the video, which reduced the utility of longer descrip-
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tions for instructional content.

Context dependency. Participants’ preference for the form of AD also depended

on the viewing context, particularly whether they were watching or re-watching

a video and whether they were viewing it alone or in a social setting (i.e., with

sighted people). Participants found user-driven descriptions especially useful when

re-watching videos. Sometimes, the purpose of re-watching was to get a new per-

spective or experience on the content. “some of these Miyazaki films... there’s all

these different nuances to it...if you watch it again and you click, describe at different

times, you’re gonna understand all the foreshadowing pictures and things like that.

So that part’s a huge benefit.” (P12LB). In other cases, they wanted to re-watch the

content for specific information. For instance, P19B noted watching do-it-yourself

videos with concise ADs first and activating detailed descriptions when re-watching

a part of the video later to find specific information. Participants also described dif-

ferent AD preferences when watching alone vs. with sighted people. P6B highlighted

that in social contexts, “the person who is watching with me, a sighted person will

be so bored.” Hence, user-driven would be preferred more in a private setting rather

than a social one. Similarly, P12LB noted that they would watch a video with fre-

quent AD activation alone, then “...watch it with other people and only click, describe

occasionally when you’re like, oh, I forgot what happened.”

Individual differences in AD use and preference. The individual expe-

riences of participants varied widely, which further underscores the importance of

adaptable and customized ADs. Participants who appreciated having user-driven

AD often cited it as a pleasant, enjoyable experience, and a promising alternative to

conventional AD (P1B, P6B, P14B, P17LB, P18B). P6B noted: “I was trying to, you

know, get as much as possible.”. However, not everyone shared the same narrative,

and some found activating descriptions constantly to be overwhelming and unpleas-
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ant (P8B, P10LV , P20B). The varied and diverse opinions also translated into how

participants activated descriptions, as shown in Figure 5.3. When asked if they would

use user-activated ADs in daily video viewing, the preferred frequency of use varied

widely among participants depending on their watching habits. Those who watched

instructional and educational videos stated a higher frequency of use: “it would be

nice to kind of get the option...”(P12LB). Others, however, felt the disruption that

comes with user-driven AD would not be suitable for the content they watch, par-

ticularly entertainment content. Hence why, participants felt that user-driven ADs

would be more helpful for YouTube videos rather than movies or TV shows (P6B,

P15LB, P19B). Also, participants who mentioned lower frequency of use felt that the

content they watched was audio-based and did not require AD (P7B, P8B, P16B).

These participants also highlighted how they would use it for occasional descriptions:

“Seth Meyers in his show... a lot of his stuff has like silly graphics or things that they

show. So when I hear him say something, a pause, and the audience like cracks up,

I can run it and say, okay, there’s a funny picture being shown of something, so that

would be useful. (P8B)”

AI: the Good and the Bad

Participants had varied opinions about the effectiveness of AI descriptions in the

study and in general based on their prior experience and the types of content they

watched. Several saw it as a promising future, while some felt skeptical about how

well AI can describe different forms of content (P11LB, P15LB).

AI descriptions: the good. Ten participants highlighted the quality of the

AI-generated descriptions, particularly appreciating the visual detail. Unlike human

ADs, which incur substantial costs in production, AI provided an “opportunity to

describe more content” . The need for more content to be described was evident, as
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participants reported watching 11 unique genres. At the same time, they mostly only

received descriptions for Film and TV shows. P19B found that AI descriptions will

increase the range of content they can watch: “You know, like the [Legend of] Zelda,

I would love to be able to sit there through a full description narration of game play-

through.”. Additionally, participants acknowledged the benefit of AI descriptions to

allow customization: “the power of the technology will allow us to give people these

choices to give them the concise or more flowery detail... because up to this point, you

know, blind people have had very, very little described, and when we’ve had something

described, we’ve had very little say in how it’s described to us. (P9B)”.

Some participants noted the benefits of AI-generated descriptions over human de-

scriptions. P15LB, who enjoyed the user-driven ADs, highlighted how paid sighted

workers are often untrained to provide AD and found these AI descriptions were

“fine-tuned” and had an “audio description vibe to them”. However, others felt the

AI descriptions were similar to novice describers but failed to compete with profes-

sional descriptions (P7B, P8B). Participants also noted that AI may help remove the

subjective censorship by human describers. P1B mentioned how narrators are often

too careful in describing people and characters to the point where they “lose some

of the experience”. A similar concern was echoed by P11LV , who emphasized that

descriptions should be on point and “if you’re embarrassed to narrate... I would hope

you give your job to someone else.” These comments illustrate a potential for how

AI descriptions can help bridge the gap between unbiased and accurate descriptions,

potentially complementary to human AD.

AI descriptions: the bad. AI descriptions could lack the context that human

describers would provide, which is important for instructional content. Though the

AI descriptions provided visual detail, the descriptions lacked detailed guidance to

follow along for instructional and educational content (n = 6). Participants also
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noted that some descriptions did not adequately relate to the main audio track and

were confusing as they provided more “static” rather than dynamic information,

exemplified in the Health and Fitness video, as highlighted by P16B: “The motion

was important to the content of the video... you have to know first you raise your right

hand and your left leg, and that stuff is really really critical, and you can’t capture

that.” On the other hand, AI descriptions sometimes assumed a certain context

that was not provided. Even with a structured prompt, some descriptions referenced

previous descriptions, which led to confusion as P7B stated that they “don’t know what

description 5 was”. Although the prompt explicitly mentioned reading on-screen text

central to understanding, the concise descriptions often failed to contain the on-screen

text and only mentioned “on-screen text.” This further increased FOMO as expressed

by P19B: “What if one of the videos have a secret formula written on the screen, and

only you know that the viewer... the sighted viewer could see that. But to the blind

person, this just says there’s text on the screen.”

AI descriptions were also prone to hallucinations in some cases. The hallucina-

tions were of particular concern for educational settings: “when things are slightly

inaccurate, it shouldn’t be used for things like exams (P13B)”. Some participants ex-

plicitly noted concern with hallucinations in AI (P8B). This was true even when AI

descriptions were accurate. For example, in the comment for Pets & Animal video,

P18B wrote: “The dog part was mentioned towards the end of the video. However,

the AD mentioned about the dog much before. This was helpful in getting the context

into the video. Till the video spoke of dog, I was skeptical that the AI is calling some-

thing else a dog.” These comments indicate lower trust in AI-generated vs. human

descriptions.

Finally, the descriptions did not adapt to the participants’ backgrounds. While

some participants enjoyed the visual “flowery detail (P6B)” provided by the descrip-
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tions, others highlighted how the descriptions implored too much background infor-

mation. For instance, the mention of colors in the description made no sense to

P16B as a congenitally blind person. These aspects highlight further expectations for

flexibility from AI descriptions.

AI Text to Speech (TTS) voices: the good and bad. An appreciated aspect

of TTS voices was how natural and clear they sounded compared to technologies used

by the participants in screen readers. In fact, P1B thought a live person was speaking

out the descriptions upon their key presses. Participants enjoyed the tone of the

AI voice, highlighting the voice was clear and easy to understand (n = 4). They

appreciated having a more distinct voice for the descriptions from all videos, so “you

get to be comfortable with that voice” (P2B). Several participants also highlighted

the customization advantages of AI TTS, particularly the ability to increase speed

(P9B, P13B) and to change between male or female voices based on content (P11B,

P15LB). The most common feedback from participants was wanting to speed up

the TTS (n = 9), noting that a faster TTS would enhance the efficiency of user-

driven ADs. Speech quality was less important and only was a source of relevance for

entertainment content. Some participants noted AI voices can sound monotonous,

lacking the emotional depth that a human describer would provide (P12LB, P19B).

For other video genres, participants preferred a faster TTS to browse the video quickly.

Overall, the quality of the AI descriptions was far more important to the participants

than the quality of TTS, “so long as the quality of the description itself is high. that’s

all that matters” (P19B).
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Chapter 7

DISCUSSION

Through detailed participant feedback, we identified the benefits and challenges asso-

ciated with user-driven descriptions. Although participants appreciated the control

offered by a user-driven interaction, they highlighted the cognitive load that it in-

curs. AI descriptions aided visual understanding but lacked context. Additionally,

statistical analysis revealed that concise ADs were requested more often, and the time

interval between descriptions varied significantly across genres. We discuss the need

for an online AI-based AD platform, the evolving role of describers and BLV users in

AI-assisted AD, and the potential of multisensory interactions in AD consumption.

Implications for an AI Description Platform

An online platform for AI-generated descriptions must offer various forms of ADs

for watching online videos. In our study, BLV users watched various online content

and wanted to use pre-recorded, user-driven, concise, and detailed ADs depending on

the video content, social context, and their individual needs when watching a video.

While some preferred having pre-recorded AD for entertainment content, others en-

joyed having control over the ADs. Also, information that seemed trivial to some

could be significant to others, such as the use of colors in descriptions. The diversity

of BLV users’ opinions and their patterns of AD activations underscores the need for

customization in AI descriptions and AD systems. Relatedly, recent research have

investigated various AD types and question-answering for BLV users [49, 72, 9, 61].

These AD approaches can be integrated into an online video-sharing platform (e.g.,

YouTube or YouDescribe) to enable BLV users to effectively watch diverse video
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content. With BLV users’ permission, such an online platform can collect data on

variations in video viewing preferences of BLV users (e.g., AD frequency, type, ques-

tions) over time to improve the AI descriptions and learn to time ADs depending on

video content and user needs. This crowdsourced approach can further enable new

ways for BLV users to skim or re-watch videos or receive video descriptions.

While AI descriptions present an opportunity for increasing video accessibility,

some nuances need to be taken into account. Descriptions generated using GPT-4-

vision were high in accuracy, but a few descriptions still included object hallucinations

(e.g., labeling “pork ribs” as “chicken” in the Food and Cooking video) [30]. This

highlights the importance of human verification for AI descriptions when factual

correctness cannot be determined via the audio track, or for information critical

content [62]. Additionally, contextual relevance can be a source of concern, which

makes standalone AI descriptions insufficient for long-form content such as films and

documentaries. Furthermore, even with prompt engineering, descriptions generated

using MLLMs are prone to consistency issues. Although some inconsistencies might

not notably affect the BLV user experience, issues such as self-reference to previous

descriptions can increase the cognitive load for BLV users and reduce enjoyment.

Addressing accuracy, context and consistency will improve the reliability of using AI

descriptions.

Change in Roles for Describers and BLV Users

With recent advances in AI descriptions, there is a potential for the roles of

sighted volunteers to change from creating descriptions to adjusting the timings

of receiving descriptions and removing hallucinations and inaccuracies. Prior work

has explored how preset sentence templates can enhance descriptions generated by

novice describers for images [42]. Similarly, creating descriptions with automated
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feedback [45] and automating video text generation and scene segmentation [72] was

easier for novice describers and significantly improved the AD quality for BLV users.

While previous efforts have mainly focused on using AI to support novice describers,

with newer MLLMs, the role of describers could shift. In terms of providing visual

details, most participants felt the AI descriptions were adequate. However, several

participants needed help knowing when to request descriptions. Instead of volun-

teers working to create descriptions, they can work on when to insert descriptions.

Although libraries and models exist that help detect silent gaps in audio for the in-

sertion of descriptions, these fail for short-form content where there are fewer or no

silent gaps. Some BLV users also had low trust in AI-generated descriptions which

worsened with even small AD inaccuracies. Sighted users can easily detect such hallu-

cinations and inconsistencies and correct them to improve BLV user comprehension,

trust, and overall experience.

With user-driven AI descriptions, the role of BLV users can also further shift

toward from video consumption to active content creation. Some BLV users in our

study were excited about the possibilities of user-driven ADs and wanted to save and

share ADs (and variations on every re-watching) for the videos. Also, compared to

sighted volunteers, low-vision volunteers have a better idea of when descriptions are

needed for a video (e.g., on-screen text, visual reference). While there are already

BLV content creators [74, 26], a user-driven AD tool can open up the space to a wider

range of BLV users to become AD creators, determining when and how ADs should

be inserted for different videos based on their lived experience. This role change can

make AD creation an inclusive space for BLV describers.
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User-Driven AD with Multisensory Interactions

Prior research has looked into using multi-sensory AD approaches for artwork [47,

12, 28] and for AD in movies [65, 3] to improve visualization. Subjects have also high-

lighted how they would like additional output modalities such as audio cues, tactile

graphics, and haptics to enhance the AD experience for different viewing scenarios

(e.g., how-to, short-form, comedy, drama) [31]. Though this requires technology that

might not always be available to BLV users, several output modalities can still be

incorporated. Our participants wished to know when to activate AD for user-driven

style AD. Audio cues, or vibrations, can be incorporated into the video to let the

BLV user know when they can activate a description. This way, the control of re-

ceiving descriptions still lies with the user, and they have a better idea of when there

are scene changes or where they can benefit from activating descriptions, effectively

reducing the cognitive load of not knowing when to request descriptions or having

too many descriptions in the case of predetermined AD. There is limited work done

on the intersection of AD and other modalities, especially for different video content.

Future work can explore whether other modalities complement or obstruct BLV users’

attention to AD.

Limitations and Future Work

Our work has several limitations. First, our study covers a subset of video types

that BLV users wish to watch. Within a 75-minute study, we could only test seven

video genres. Also, all the videos were relatively short. A lot of variation exists in

content within each genre, and the pace of video has also likely impacted the quanti-

tative results. Testing user-driven AD with other genres, videos with different paces

within a genre, and longer videos can give further insights into the efficacy of user-
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driven descriptions for different video types. Second, we created all the descriptions

before the user study to account for latency and description quality. Pre-generating

descriptions allowed us to reduce time delays and control for the effect of variations

in AI generation on BLV user ratings. This approach also enabled us to process any

formatting issues in the generated descriptions. A user-driven AD platform must

include automated methods to mitigate these issues in the descriptions generated on

the spot. Third, we investigated BLV people’s perception of user-driven ADs in a

single session. Some participants highlighted they would require more time with this

new way of watching videos, and their frequency of use might differ for the content

they watch on a regular basis. To gather more information on user-driven AD, a lon-

gitudinal study in a more organic setting needs to be conducted. This would provide

further insights into how BLV users’ interest in the video content and their feelings

about user-driven ADs can change over a more extended period and how these factors

can impact the frequency of requests for description.
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Chapter 8

CONCLUSION

We presented an alternative approach to video accessibility by giving more control

to the user through user-driven descriptions with two types of detail. Supported by

quantitative results and interviews with 20 BLV participants, user-driven descriptions

improved the sense of user control with flexibility of when and how participants

receive descriptions but increased cognitive load and FOMO. BLV users found the

descriptions compelling in terms of the detail of visual content and saw a potential

for AI to describe more types of content. There were also concerns about the misuse

of AI and its ability to describe certain kinds of genres. With the rapid advances in

AI, we hope our results can inform future work on tailoring AI descriptions based on

user preferences and customization needs and open up further possibilities for BLV

users to access and create AD content based on their needs and lived experiences.

Finally, by integrating AI-generated ADs with assistive technologies, such as service

robots [52, 53, 29], we envision a future where BLV users can engage with [25] and

interact [58, 59, 5, 4] in physical environments more seamlessly. This integration

would enable robots to provide real-time, context-aware descriptions of surroundings,

objects, and activities, empowering BLV users to navigate [22, 23, 24] spaces with

greater confidence and independence.
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DEFERRAL

Pooyan Fazli
HIDA: Arts, Media and Engineering, School of (AME)
-
pooyan@asu.edu

Dear Pooyan Fazli:

On 10/15/2024 the ASU IRB reviewed the following protocol:

Type of Review: IRB Site
Title: From Human-Powered to Automated Video 

Description for Blind and Low Vision Users
Investigator: Pooyan Fazli

IRB ID: STUDY00018023
Funding: Name: HHS: National Institutes of Health (NIH), 

Grant Office ID: FP00036161
Grant Title: FP00036161;

Grant ID: FP00036161;
Documents Reviewed: • BLV Participant - Recruitment Email.pdf, Category: 

Recruitment Materials;
• BLV participants - Interview questions and study 
user interface, Category: Measures (Survey 
questions/Interview questions /interview guides/focus 
group questions);
• BLV_consentform_video evaluation.pdf, Category: 
Consent Form;
• consent_AMT-UCSC Format.pdf, Category: 
Consent Form;
• consent_form.pdf, Category: Consent Form;
• consent_templatesighted.pdf, Category: Consent 
Form;
• Determination - 8947_Fazli_ From Human-Powered 
to Automated Video Description for Blind and Low 
Vision Users.pdf, Category: Other;
• Form-Local-Context-Review_3.21.24.pdf, Category: 
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Other;
• IRB Approval, Category: Other;
• MTurk Qualtrics Survey.pdf, Category: Measures 
(Survey questions/Interview questions /interview 
guides/focus group questions);
• NIH Proposal, Category: Sponsor Attachment;
• Research Protocol, Category: IRB Protocol;

The ASU IRB has deferred review and oversight of this project to UCSB IRB and the 
associated IRB protocol number is HS-FY2023-132.

Sincerely,

IRB Administrator
cc:

Pooyan Fazli
Maryam Cheema
Hasti Seifi
Chaoyu Li
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HS-FY2023-132 - Renewal: Expedited - Approval (1 Yr Admin Check-In)
1 message

15 October 2024 at 14:29do-not-reply@cayuse.com <do-not-reply@cayuse.com> 
To: skurnia@ucsc.edu
Cc: pooyan@asu.edu

Study #: HS-FY2023-132
Study Title: From Human-Powered to Automated Video Description for Blind and Low Vision Users
Principal Investigator: Sri Kurniawan
ASU Site PI: Pooyan Fazli
Determination: Approved
Determination Date: October 15, 2024
Valid through: October 14, 2025

Dear Sri Kurniawan:

The request to renew the above-referenced human subjects research study was reviewed by the UC Santa Cruz
Institutional Review Board (IRB) Chair and/or IRB Chair’s designee(s) and approved on October 15, 2024. The study
renewal was determined to meet the criteria for expedited review under:

Category 6 - Collection of data from voice, video, digital, or image recordings made for research purposes.
Category 7 - Research on individual or group characteristics or behavior (including, but not limited to, research on
perception, cognition, motivation, identity, language, communication, cultural beliefs or practices, and social
behavior) or research employing survey, interview, oral history, focus group, program evaluation, human factors
evaluation, or quality assurance methodologies.

In accordance with this approval, the specific conditions the IRB Chair/Chair’s designee approved for the conduct of this
research are listed below.

The study meets the criteria for approval as outlined in §45 CFR 46.111.
The consent procedures provide subjects with the required elements of informed consent as outlined in §45 CFR
46.116.
The subject’s informed consent is documented for sighted subjects in accordance with §45 CFR 46.117.
The study meets the criteria to waive the requirement to obtain a signed consent form for Amazon Mechanical Turk
(MTurk) subjects and blind or low vision (BLV) subjects in accordance with §45 CFR 46.117.

This approval is based on the degree of risk, and will require an Administrative Check-In on October 14, 2025.

This approval is limited to the activities described in the approved Cayuse Human Ethics study, and extends to the
performance of these activities at each respective site identified in the study. The research must be conducted in
accordance with the IRB-approved study. If applicable, informed consent must be obtained and documented using only
the current IRB-approved stamped documents.

This approval does not constitute funding or other institutional required approvals. Should this study involve other review
committees, such as the Environmental Health & Safety (EH&S) Institutional Biosafety Committee (IBC) and/or the EH&S
RSSC (Radiation Safety and Surveillance Committee), it is the Principal Investigator's responsibility to ensure that all
required approvals are in place prior to conducting research involving human subjects or their related specimens.

Please note the following Principal Investigator responsibilities:

It is the Principal Investigator’s responsibility to submit a Renewal Submission in Cayuse Human Ethics, at least
one month prior to the administrative check-in date (October 14, 2025), in order to continue conducting study
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activities beyond that date. Please note, failure to submit an administrative check-in may result in a processing hold
being placed on all submissions from the Principal Investigator.
It is the Principal Investigator’s responsibility to submit any proposed changes to study activities, via a Modification
Submission in Cayuse Human Ethics, to the IRB for review and approval prior to being implemented.
It is the Principal Investigator’s responsibility to promptly notify the IRB of any reportable events (adverse
events/protocol deviations/unanticipated problems/subject complaints/other) that occur during the research,
including any breach in confidentiality or data security that places participants or others at a greater risk of harm.
Notify the IRB via an Incident Submission in Cayuse Human Ethics.
Cayuse Human Ethics studies must be closed when all activities involving human subjects are completed,
including interaction/intervention with participants or analysis of identifiable data. If the principal investigator leaves
the University prior to expiration of the study, the study must be closed or transferred to another eligible UC Santa
Cruz PI. Student-led studies must be closed before graduation. Closure of student-led studies which remain open
after graduation are the responsibility of the faculty advisor.

The UC Santa Cruz Institutional Review Board operates under a Federalwide Assurance approved by the DHHS Office for
Human Research Protections, FWA00002797. Our DHHS IRB Registration Number is IRB00000266.

Please note that the IRB has the prerogative and authority to ask further questions, seek additional information, require
further modifications, or monitor the conduct of research and the consent process, if applicable. We wish you the best as
you conduct your research.

Should you have any questions, please do not hesitate to contact us.

Best regards,

Office of Research Compliance Administration (ORCA)
University of California, Santa Cruz
orca@ucsc.edu | UCSC ORCA
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